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Abstract. Modern medical information systems collect large amounts of diverse patient data in order to facilitate a higher level patient care. Although desirable, this functionality has a tremendous potential for abuse, where patient information can be shared, disclosed and used for other (secondary) purposes. In most cases, patient consent is solicited and institutional policies are put in place to limit the privacy and security risks. However, in practice these measures have proven to be inadequate, resulting in violation of patient consent even for non-life threatening scenarios. We propose a framework to capture privacy & security policies and to protect exchange of sensitive medical patient information. Our framework is comprised of distributed multiagent environments reflecting healthcare institutions and personnel. We utilize semantic techniques for data representation and reasoning. Furthermore, we do not require pre-established trust relationships to be present for exchanging private sensitive information between multiple parties. In our proposed framework, all decisions to share information, are backed up by semantic proof of authorization that can be verified by an independent third party.

1 Introduction

Modern medical information systems, along with Information Communication Technologies (ICTs), are key enablers for providing patients with a high level of medical care [15]. These systems capture and process large amounts of heterogeneous data from many diverse and distributed sources. Furthermore, information can be exchanged between various parties in many different formats, ranging from summaries of medical records to detailed diagnoses and test results.

Although the use of above mentioned technologies drastically improves the effectiveness of information exchange, coordination, and use, it also raises the critical issue of patient information privacy and security. Usually, patient information is collected for the primary purpose of providing healthcare for a specific episode. Any secondary usage must be in accordance with and governed by patient consent. It has been argued that a patient should be aware of all the systems collecting their information, and should be able to specify how this information can be used [14]. Given the complexity and diversity of medical information exchange scenarios, patient consent and privacy policies are often ignored for the greater good.

The use and protection of sensitive patient medical records is further complicated by the fact that these records are fragmented over many distributed heterogeneous storage systems. Although the information contained in these distributed segments is to be used in accordance with a global patient consent policy, each individual medical information system may be governed by its own privacy and security policies. Furthermore, these privacy and security policies might be augmented by jurisdictional policies (such as a provincial healthcare privacy and security act).
In this paper, we present a framework for describing, capturing, processing and managing sensitive patient medical information, based on patient consent and other applicable privacy and security policies. Our solution is centralized around the observations that (a) information contained in a patient’s medical record should be governed by the patient’s consent policy and (b) the security and privacy of the physical/electronic medical records must be guaranteed by the institutional privacy and security policies. Our proposed solution strives to honour both of the above mentioned conditions.

In our proposed system, all knowledge representation, acquisition, and exchange is based on the use of ontologies best suited to describe the various information sets. For example, patient consent is obtained and represented based on any ontology capable of defining the concepts required to capture such information. The main motivation to use an ontological approach is (a) to facilitate the exchange of information with other parties and (b) to represent information in an automated machine processable format.

Given the diversity of healthcare professionals and the heterogeneity of medical information systems, along with the complexity of information exchange, we have chosen to represent the healthcare domain as a distributed multiagent system. In our multiagent environments, each intelligent agent either represents an entity or acts as a proxy to an entity. All entities exist in a cooperative mode working towards maximizing the overall system utility. The system utility is measured in terms of the total benefit provided to a patient as a result of agent interactions.

In order to ensure the privacy and security aspects of all information exchanged between agents, we define an information exchange handshake protocol. We make the assumption that all agents can be monitored within their respective environments and therefore are not capable of being malicious. The protocol starts with the request for information where an agent sends a request for accessing sensitive medical data from another agent. The second phase of the protocol deals with validation of the various policies guarding the sensitive information. The requesting agent is asked to fulfill the security and privacy criteria identified by the agent holding the information. The requesting agent generates a proof in fulfillment of the requested criteria. The proof has the unique property of being verifiable by any party capable of computing it. Upon the validation of this proof, the requested information is delivered in response to the original request.

It is worth noting that at no point does our framework assume a (pre-established) trust relationship to have existed between the two agents exchanging information prior to the exchange. Each request for information is independently verifiable. Therefore, we can establish dynamic trust on a per request basis. Furthermore, considering that the validation of the policies protecting the patient information are part of each request response cycle, changes to these policies take effect almost immediately. This dynamic enforcement of patient consent and institutional privacy & security policies represent a major improvement over the trust-based [2] and role-based-access [22] medical information exchange frameworks.

In order to provide motivation for our work, consider the following example. Let us assume that a patient John is primarily treated by Dr. Smith at the Toronto General Hospital (TGH). During his vacation in Calgary, John was found unconscious and was admitted to Calgary General Hospital (CGH). John is now being treated by Dr. Jane who requires access to John’s past medical history, in order to properly diagnose and treat John. Dr. Jane requests access to John’s medical records from TGH. For the purpose of illustration, let us further assume
Fig. 1. A motivational example: John’s EMR is protected by his consent and TGH’s privacy & security policies. When Dr. Jane at CGH requests access to these documents, they are shared under the same protection that was offered by TGH. Furthermore, CGH may apply their own privacy and security policies in addition to the existing ones.

- that John’s medical records are protected by his consent policy and the TGH institutional privacy and security policies. Please refer to Fig:1.

The goal of our system is to allow Dr. Jane to be able to retrieve the required patient medical information (for John) from TGH, while still honouring all of the established privacy and security policies put in place by the institution and John’s consent policy.

2 Related Work

Our proposed framework utilizes semantic knowledge representation and multiagent systems. Although both of these areas of artificial intelligence have been well researched and well understood, we have not found any existing work that utilizes semantic technologies with multiagent systems to address our goals specifically. In this section, we present a general literature review of these fundamental AI concepts. Our framework is motivated by the core concepts introduced and discussed in the papers selected in the literature review. The literature review focuses on semantic knowledge representation, various aspects of multiagent systems (such as use of semantic technologies in multiagent systems and trust establishment between agents) and electronic patient consent.

2.1 Traditional Authorization & Access Control

- There have been several authorization and access control systems suggested in the literature [4,7,14,22]. Most of these systems are based on role-based access control (RBAC) and do not address patient consent. In RBAC, roles are associated with (access) privileges, and system users are then assigned roles based on the nature of their job or functionality.

- Although the RBAC approach is quite effective within the confines of a single organization, it does not scale well when dealing with dynamic healthcare environments, where entities (such as doctors) can take on many different roles across many different organizations. Furthermore, RBAC based security frameworks are not real-time in nature. There is a considerable lag when it comes to enforcement of updated/new roles.
Our proposed framework is fundamentally different from the RBAC type approaches, as in our framework all access decisions are made based on the available information. Therefore, we can easily accommodate for the varying user roles and apply any changes to these roles in real-time.

[30] defines a dynamic role-based access control system with similar properties to our framework (such as a multiagent system with trust negotiation). However, their approach does not offer the semantic compatibility that our system provides. The trust establishment requirements are also not as flexible, requiring trust to be pre-established. Our approach is far more flexible and secure, since it requires all agents to negotiate trust on a per request basis.

2.2 Ontology Based Knowledge Representation & Healthcare

Ontologies have been heavily utilized in the area of medical informatics. However, the main goal of these ontologies has been to define and represent medical knowledge, and not privacy and security related concepts (as is the case in our solution).

Binfeng et al. in [3] explore building a medical knowledge base using a medical ontology for coronary heart disease. Their knowledge base has the interesting property of being able to map concepts back and forth between traditional Chinese and modern Western medical ontologies.

Cassimatis et al. in [5] argue that “Systems with human-level intelligence must both be flexible and able to reason in an appropriate time scale. These two goals are in tension, as manifest by the contrasting properties of structured knowledge-based systems”. They propose an interesting approach (reasoned unification) for representing and reasoning over linguistic and non-linguistic knowledge, within the scope of an inference context. Considering that medical information is a complex combination of various different types of data-sets, the ideas present in [5] have a significant application potential for healthcare information systems.

Another salient property of healthcare information systems is the use of many specialized domain specific ontologies by the respective specialized faculties. Therefore, in order to exchange and reason with information across all systems, we need the ability to translate the ontological concepts back and forth. [17] suggest an ontology learning framework for similar purposes. Their proposed framework provides an ontology learning environment with semi-automatic ontology-construction tools.

2.3 Multiagent Systems & Structured Knowledge

Semantic technologies for knowledge representation and processing seem to be very well suited for multiagent systems [6,9,11,16,28,31]. This comes as no surprise, considering that the premise of semantic knowledge representation is to facilitate machine processing of information.

[31] enhances the single coordination server limitation of the Trading Agent Competition (TAC) [25] scenario to work under the Agentcities [10] distributed agent model. Semantic web languages and tools are used to define (i) FIPA compliant ontology based agent communication language (ACL) and (ii) the knowledge-base for the agents to work with. [31]
found the use of semantic web technologies enhanced the interoperability between agents in multiagent environments.

[16] presents a very similar multiagent framework that has the ability to support multiple ontologies. Furthermore, their solution makes use of FIPA-compliant JADE agent framework to define semantic web ontology service and an inference service. These services act as middleware to support agent management, agent communication, and agent interaction protocols.

[6] proposes a ubiquitous computing system facilitating context-aware intelligent agents for the purpose of providing meaningful relevant services to individual participants in a meeting room setting. Their system is context-aware in order to personalize the user experience. The multiagent environment utilizes a semantic representation to describe the context, making it feasible for the agents to exchange and reason with the information present within the context.

[11] considers web enabled multiagent environments, where agents are distributed and provide unique services. The agents utilize customized ontologies to define and process their services. The semantic representation makes it possible for multiple agents to work together. [11] also explore the use of semantic technologies for agent communication language (ACL), where the terms used during agent-to-agent communication may originate from various ontologies.

[28] investigates the impact of agents using multiple domain specific ontologies in multiagent environments. They propose an inter-agent semantic concept learning approach to deal with the proliferation of (domain specific) ontologies. However, their solution is quite restrictive and requires closed world representation of information, where all agents are known to each other and have complete knowledge of all the information contained in the world.

Intelligent multiagent systems have been successfully utilized in healthcare settings for various applications. [9] proposes an architecture for an intelligent multiagent clinical decision support system. Although the proposed architecture is not specifically targeted for privacy and security, there are some fundamental similarities between the propose architecture in [9] and our framework (such as the use of intelligent agents to augment physician productivity in a multiagent environment).

2.4 Trust Management in Multiagent Systems

There are many definitions of trust when it comes to distributed systems. [21] defines trust in the context of multiagent systems as - “a belief an agent has that the other party will do what it says it will (being honest and reliable) or reciprocate (being reciprocal for the common good of both), given an opportunity to defect to get higher payoffs”.

A trust relationship between two agents can be reasoned about and calculated using trust models capturing reliability and honesty of agents involved. Furthermore, an agent can define the various levels of trust it might place with another agent. [21] defines two broad categories of conceptualizing trust:

- **Individual-level trust**, whereby an agent has some beliefs about the honesty or reciprocal nature of its interaction partners.
- **System-level trust**, whereby the actors in the system are forced to be trustworthy by the rules of encounter (i.e. protocols and mechanisms) that regulate the system.”
recognizes trust as a major issue in the area of multiagent systems. Their investigation is motivated by the following three questions: (i) Why does an agent trust another? (ii) How do agents judge or evaluate the trustworthiness of others? (iii) What does an agent do after obtaining the trustworthiness of others?

argues that existing trust and reputation models cannot be used for dynamic multiagent environments, where agents continuously join and leave the system. This dynamic behaviour adversely impacts the overall performance when existing trust models are used. They propose a new trust and reputation model for multiagent systems, which utilizes various forms of trust (such as role-based trust, witness reputation etc.) to produce a comprehensive score corresponding to an agent’s trustworthiness.

explores how non-cooperative distributed agents, when forced into working together, can utilize a trust based model to facilitate their interactions. Their mechanism focuses on two basic parameters (i) agent attributes and (ii) reliability values.

2.5 Electronic Consent

There are numerous studies dealing with electronic consent. However, these studies ignore the semantic aspect of information and focus mainly on security aspects [4,7,22]. O’Keefe et al. [18] undertake a feasibility study of electronic consent management systems in the medical arena. They expose various challenges faced by different consumer groups of electronic consent management systems. The study provides a sound set of recommendations for a generic implementation of a patient consent management system.

introduces the notion of an e-consent object, encompassing all relevant information concerning patient consent in the e-consent object. Lack of semantics is the biggest drawback of this model. The rules of consent are not expressed in any formal language and therefore are ambiguous at interpretation time.

describe an interface based approach through which patient consent can be expressed. The solution lacks organic growth as it hard codes the information and lacks the required flexibility for the user.

propose e-CRL language designed with the following two goals in mind (a) facilitate capturing of patient consent information (b) formalize the expression of patient consent information. “The language has a well defined BNF (Backus Naur Form) based syntax and semantics defined based on first-order logic and set theory which allow eHealth systems to fully control the access to critical health data” [20].

Although the e-CRL language provides support for semantics, it lacks some important features, such as proof generation. Furthermore, the defined language is not compatible with the RDF [1] based solutions and approaches, making integration difficult.

3 Proposed Solution

We propose a framework for exchanging sensitive patient information between multiple parties, while enforcing all required security and privacy policies along with patient consent. Our framework represents the various entities (such as hospitals, doctors, patients, staff etc.) using distributed multiagent environments, where each environment consists of intelligent agents (IAs) either representing or augmenting the functionality of an entity. All agents exist in a
cooperative mode working towards maximizing the overall system utility. We measure this system utility as the gain the patient receives from the use of our framework.

Information exchange between multiple parities is facilitated via their respective agents, where each agent takes part in a three-step information exchange handshake protocol. We currently do not address malicious agents based on the assumption that an agent’s malicious activity can be detected by its corresponding environment. We utilize a semantic ontology based approach to define (a) the patient consent and (b) the privacy and security policies. The main motivation behind this approach is as follows:

- Ease of information exchange and distribution between multiple parties, while preserving the meaning of the exchanged data.
- All exchanged information is machine processable. This allows agents from different environments to not only share data with each other, but also process data in an intelligent format. Since the information is presented in a semantic format, agents can reason with the available data. They can also infer additional knowledge that might not be obvious from just the raw data.

All access decisions are processed by a semantic reasoner such as [23]. The semantic reasoner consumes the knowledge-base and the rules for knowledge inference to produce an answer for the information-access query. For each decision, the reasoner also outputs a semantic proof. This proof has a verifiability property by which any third party can compute and verify the proof independent of the proof creator. This allows us to establish trust for each access request, thus eliminating the need for pre-established trust requirements between the parties involved.

Our framework treats each access request as a single transaction. All transactions are mutually exclusive. That is to say, any previously computed access decision is not reused for the fulfilment of future requests. This allows for enforcement of all related policies on a per request basis. Therefore, a change in any policy will be applicable almost instantaneously, allowing dynamic enforcement across all environments and access requests.

Let us now discuss the details of the various components of our proposed framework.

3.1 Patient Consent Representation

There are many different forms of consent that a patient may choose from. Coiera and Clarke [8] define four general forms of patient consent. In our framework, we define the various types of patient consent policies (based on [8]) as follows:

- **opt-in**: A patient who has an opt-in policy allows any treating doctor to access their information.
- **opt-in-with-sensitive-documents-override**: In this case, the patient allows access to all their information except for documents that are classified as sensitive. For example, these documents may include human immunodeficiency virus (HIV) test results or sexually transmitted disease (STD) records.
- **opt-in-with-entity-override**: In this case, the patient allows access to all their information, but may specifically deny certain individuals, healthcare providers and organizations from accessing their data.
– **opt-out**: A patient with an opt-out policy explicitly denies access to all their information regardless of who is trying to access the data or why they are trying to access it.

– **opt-out-with-emergency-override**: In this case, the patient agrees to grant access to their information only if it is an emergency situation, such as a life threatening scenario.

In order to establish a semantic representation of the above mentioned patient consent options, we need to build an ontology. It is important to note that we do not limit the type of ontology used to define patient consent. Any ontology capable of representing the core concepts (as stated above) will be acceptable by our framework. For the benefit of simplification and understanding, we define a very simple ontology model to represent patient consent concepts (please see Fig:2).

Based on our motivational example, let us assume that patient John had chosen **opt-out-with-emergency-override** as his consent policy $C_{John}$. Therefore, when Dr. Jane requests access to John’s medical records from TGH, she should only be allowed access to this information if John’s condition at CGH has been identified as life threatening. Otherwise, Dr. Jane’s request for accessing John’s medical records should be denied.

Note that for the purpose of John’s consent policy, we do not really need to know the details of his life threatening condition. We simply need an agent at CGH to assert this fact based on the available information. Also note that this assertion will be part of the proof when executing the information exchange handshake protocol, and is also verifiable by an independent third party.

### 3.2 Privacy & Security Policy Representation

Traditionally, institutional privacy and security policies have proven to be complex in nature. This complexity is generally a function of the information and the relationships/rules defined in the policy. Therefore, an ontology based semantic representation of these policies seems like a natural choice. The overall process of translating a specific institution’s policies into
its semantic representation might be time consuming, but it is not a technically challenging activity.

Similar to the consent policy, our framework supports any ontology for representing institutional privacy and security policies. The only requirement being imposed is that the selected ontology be capable of describing the relevant privacy and security concepts and their relationships.

For the purpose of clarification, we now turn back to our example under consideration. The two institutions involved are TGH and CGH. Let us assume that the privacy and security policies for these institutions are defined as follows:

- **Pol\textsubscript{TGH}**: TGH only allows employees to access patient medical records. The employee accessing patient information must also be treating the patient (or part of the team taking care of the patient). Furthermore, the employee must be on shift and must be a physician, when accessing patient information.
- **Pol\textsubscript{CGH}**: CGH defines a very different and relaxed privacy and security policy. It allows access to patient medical records by all hospital employees. There are no constraints similar to the ones defined in Pol\textsubscript{TGH}.

**Security & Privacy Axioms**: Based on John’s consent (C\textsubscript{John}) and the the institutional policies (Pol\textsubscript{TGH} \& Pol\textsubscript{CGH}), we can now define the following privacy and security axioms:

- All information for patient John must abide by \{C\textsubscript{John}\}, independent of the location where the information resides.
- All information for patient John at TGH is protected by the protection set PS = \{C\textsubscript{John}, Pol\textsubscript{TGH}\}. Any entity or agent requesting information for patient John must provide proof of fulfilment to satisfy the set PS.
- When information is exchanged, the receiving party can augment the received protection set PS with its own privacy and security policy. Therefore, when CGH receives John’s medical records, the exchanged information is now protected by a new protection set PS’ = \{Pol\textsubscript{CGH}, PS\} at CGH.

### 3.3 Distributed Multiagent Environments

Our framework utilizes the multiagent systems [27] paradigm. Intelligent agents are used to either augment or replace the functionality of real world entities. For example, a physician agent can enhance the efficiency of a physician by interacting with the various information systems to collect patient data on the physician’s behalf.

We group multiple intelligent agents together in an environment. All agents within a single environment are structured in hierarchical subgroups. An institution agent is the top most agent in an environment, and governs all agent interactions. We assume that all agent interactions can be monitored within the scope of an environment. By using this construct, we can define an environment for a hospital made up of supporting agents.

Agents from different environments are allowed to communicate with each other. However, all sensitive inter-environment communication should be in accordance to the information exchange handshake protocol. We have chosen to include intelligent agents in our framework for the following reasons:
Distributed multiagent environments provide a reasonable approach to model the distributed heterogeneous healthcare institutions and healthcare providers.

Using semantic representation of knowledge, intelligent agents can consume and process diverse data-sets from many different sources.

A semantic reasoner can easily be integrated into an intelligent agent as opposed to an entity from the real world. This ensures complete adherence to evidence-based decision making that human agents might not be able to achieve.

It is far easier to rely on an intelligent agent to follow all the required privacy and security protocols. All malicious activities of an intelligent agent would require breach of protocol that can easily be detected by the other agents in the environment.

Given the same knowledge-base and reasoning rules, an agent will make the same predictable decision, hence reducing inefficiencies caused by human agent errors.

Considering that we are proposing dynamic trust on a per request basis, it is far more efficient to utilize intelligent agents rather than human agents.

Agents utilize an agent communication language (ACL) when communicating with each other. Our framework imposes no restrictions on the choice of a particular ACL as long as the information required for successfully executing the information exchange handshake protocol can be exchanged. However, having a semantic based ACL would ensure that heterogeneous multiagent environments will be capable of communicating with each other.

We assume that all agents operate in a cooperative mode within an environment. All agents share the same utility function and work towards maximizing the overall system utility. We propose to measure this overall system utility as a function of an increase in patient privacy and security, as a result of using the multiagent system.

In support of our motivational example, we define two simple environments representing TGH and CGH (see Fig:3). The agents in both environments are similar in nature. An institutional agent governs its local environment and all encompassing agents. A security coordinator provides all privacy and security guarantees and is responsible for identifying institutional privacy and security policies. A medical record coordinator works in conjunction with the security coordinator to manage the sensitive patient information. Patients, physicians and other healthcare entities are represented by their corresponding agents. We also
define a trusted third-party proof checker agent that can be utilized to validate the semantic proofs required for information exchange, as discussed in the next section.

In order to exchange sensitive information between agents, it is desirable to have a trust relationship exist between the agents. Our framework assumes that no pre-established trust relationship exists between agents. Rather, it establishes trust on each individual request for information. The request based trust is a function of an agent’s ability to satisfy the required privacy and security guarantees protecting the sensitive information that is to be exchanged. Therefore, any changes in patient consent or the institutional policies are reflected almost instantaneously.

### 3.4 Information Exchange Handshake Protocol

In our proposed framework, all information exchange between agents takes place after a successful completion of the handshake protocol. The handshake protocol is interactive in nature and requires a communication channel between all participating agents. Although synchronous real-time communication would be ideal, the protocol can be completed successfully even if the agents communicate in an asynchronous manner over any period of time. A time delay in the completion of the handshake protocol will only impact the delivery time of the requested information, and has no negative impact on the privacy and security guarantees.

The protocol has three phases that must be completed between the agent requesting the information and the agent responding to the request. We will refer to this as the request-response cycle. Given the fact that patient information may need to be aggregated from distributed heterogeneous systems, a requesting agent might engage in multiple request-response cycles with the distributed agents. Note that each request-response cycle is atomic in nature. That is to say, that an outcome of the request-response cycle does not influence the result of any other request-response cycle.

The phases of the protocol are (i) request for information (ii) proof generation and (iii) validation of the proof. These phases are described in detail as below:

**Phase 1 – Request for Information:** This is the first phase of the protocol in which a requesting agent identifies the patient and the various sources from where the patient information is to be accessed from. Note that our framework does not constrain how this identification process is to be completed. Once identified, the requesting agent initiates one or more request-response cycles based on the number of information sources identified.

Following our example, when Dr. Jane asks for patient John’s medical records from TGH, the physician agent initiates the request. Since in our framework all communication between distributed agents must be facilitated by the corresponding institutional agents, the CGH institutional agent forwards the request from Dr. Jane’s physician agent to TGH. The request is processed by TGH’s institutional agent by consulting with the local (security coordinator and medical record) agents to identify the protection set $PS = \{C_{John}, Pol_{TGH}\}$ (John’s consent and the privacy and security policies of TGH).

The protection set $PS$ is returned to CGH asking them to provide a proof of fulfilment for all elements in $PS$. This marks the completion of the first phase.

**Phase 2 – Proof Generation:** This phase is initiated in response to receiving a protection set $PS$. The main goal being to mine the local knowledge-base and find evidence in
support for fulfilment of the elements of PS. Since all our knowledge-base is represented in a machine processable semantic format, a semantic reasoner is utilized to discover facts and generate evidence from the knowledge-base. The reasoner then provides a semantic proof for the discovered knowledge.

Following our example, the CGH institutional agent will receive the protection set PS from TGH. The first element is patient John’s consent that states opt-out-with-emergency-override consent policy. In conjunction with the local agents, the CGH institutional agent finds evidence that John’s condition has indeed been diagnosed as life threatening. The second element in the PS represents TGH’s privacy and security policy. The CGH institutional agent would then look for evidence to fulfil the requirements of Pol\textsubscript{TGH}. It will establish that Dr. Jane (receiver of John’s information) is indeed an employee of CGH, and is currently on shift and is treating patient John. Again a semantic reasoner is utilized to find the results and generate the proofs.

At this point, the CGH institutional agent has fulfilled all the requirements for PS. All the proofs are aggregated in a response set $R_{PS} = \{P_1,P_2, \ldots, P_n\}$ which is sent back to TGH. This marks a successful completion of the second phase.

It is equally possible that the criteria in the protection set PS may not be successfully proved. For example, if Dr. Jane was not on shift, or another healthcare personnel (such as a nurse) was the initiator of the request for information. In the case of unsuccessful completion, the request-response cycle will terminate here.

**Phase 3 – Validation of Proof:** This phase begins when the the response set $R_{PS}$ is received. Recall that the elements of $R_{PS}$ are the various proofs generated by a semantic reasoner, with the characteristic of being verifiable by any independent third party. A party
validating the proof will generally compute the proof based on the evidence found to ensure
the validity of the proof.

Based on our motivational example, the TGH institutional agent will receive a response
set $R_{PS}$ from CGH. It will then iterate over all the individual elements of $R_{PS}$ and validate
them. In an ideal case, this validation can be performed by an independent trusted third
party proof checker TTPC agent. However, the existence of a TTPC is not necessary, since
the proof can be locally verified at TGH.

Upon successful completion of the request-response cycle, the requesting agent will receive
the information identified in the initial request. Please refer to Fig:4 for the flow control of
the information exchange handshake protocol.

4 Future Extensions

4.1 Local Ontologies

Our assumption that patient consent can be expressed using the same ontology across all
multiagent environments is not practical. Each institution may use a different ontology to
define its privacy and security policies. These more realistic scenarios represent a major
hurdle as it nullifies the global semantic understanding of data that we require.

It is also reasonable to assume that an institution may use a hybrid ontology, where the
concepts are aggregated from various other ontologies. [11] actually advocates this to be a
realistic scenario given an increase in semantic technologies. Furthermore, with an increase in
domain specific ontologies, agents in multiagent environments will be forced to accommodate
multiple domain ontologies [28].

In order to address this weakness, we will need to augment our proposed framework with
the ability to identify and map similar ontological concepts across different ontologies. There
are various approaches that can be taken here. A static mapping can be pre-defined between
the different ontologies, mapping the concepts from one onto the other. A better approach
would be to dynamically determine if two ontological concepts are the same. This could
be achieved via a detailed inspection of the attributes and relationships defined for a given
concept.

4.2 Context-based Information

When exchanging patient information, we identify the patient, the institution holding the
information and the patient medical data. We do not consider the context of the information
exchange. By introducing contextual information, we can further infer as to what parts
of a patient’s electronic medical record might be relevant for the exchange. The notion of
a context by itself is nothing new. Many other system designs are context-aware such as
[6,19,31]. Therefore, this should be a simple extension to our framework with high rewards.

4.3 Caching and Expiration of Proof Tokens

Currently we assume that all privacy and security related information, that is compiled
and/or computed to generate the required proofs, is not reused. However, if a physician
agent had computed that the physician is on shift as a result of some previous proof, then
the agent could potentially cache and reuse this proof for the duration of the physician’s shift.

Although caching proofs, as stated above, would greatly increase the system performance, it has potential privacy and security risks associated. For example, caching a proof that Dr. Jane is a licensed physician in Ontario, over a long period of time might not be practical since Dr. Jane could have her license revoked at any time in the future.

4.4 Implementation

The main concepts of our framework (such as knowledge representation, inference rules definition, automated reasoning etc.) have been individually validated using simple proof-of-concept techniques and application. For example, we utilize N3 triple (knowledge) store to define patient consent according to the simple ontology created for the purpose of demonstration. Institutional privacy and security policies are also represented as N3 statements in a triple-store. An open source semantic reasoner, Euler [23], is used to query the knowledge-base. In order to fully realize the impact of our solution, we will need to integrate it into a real world system.

5 Conclusion

We presented a semantic multiagent framework to enhance the privacy and security guarantees protecting sensitive medical patient data. Our proposed framework utilizes an ontological representation of patient consent and institutional privacy and security policies. These protection guarantees are communicated and satisfied before sensitive information is exchanged. We allow distributed agents to share sensitive information without having pre-established trust relationships between two parties. Our framework utilizes the trust-establishment-per-request approach to ensure real-time enforcement of any changes to either patient consent or institutional privacy and security policies. All information exchange is governed by an information exchange handshake protocol, that takes place at the beginning. The protocol ensures all protection guarantees are fully met by requiring a semantic proof for each access requirement protecting the information. This proof has a unique property that it can be validated by an independent third-party.
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